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Overview

• Terminology

• Overview of search process and tools

• Can AI help with ...?

o identifying relevant references

o designing search strategies

o reviewing a search strategy

o running search strategies, exporting and aggregating

• Environmental impacts

• Conclusions and outlook



Starting polls (one answer)

a) What is currently your main role in systematic review production? 

b) Do you use AI for searching? 



Terminology
Automation tools

• Sofware/tools aiding with task execution in systematic reviews (SR) without replacing the skills needed for their conduct. [1]

Artificial intelligence (AI)

• Technology that performs tasks “that would ordinarily require biological brainpower to accomplish, such as making sense 
of spoken language, learning behaviours or solving problems.” [2]

• Machine learning (ML): an algorithm is trained on large datasets, allowing it to recognize patterns and make assumptions
and predictions. Training data helps teach the machine how to respond to similar data in the future. [3]

o Supervised learning: machine learns through data that has been labeled by a human.

o Unsupervised learning: machine processes loads of data provided by a human and discovers patterns on its own.

• Large language models (LLM): first learn language (words, phrases and complete sentences), then learn context to predict
what comes next in a sentence. LLMs can generate human-like text, rewrite content, summarize content, and converse. [3]

1. O'Connor AM, et al. Large language models, updates, and evaluation of automation tools for systematic reviews: a summary of significant discussions at the eighth meeting of the International 
Collaboration for the Automation of Systematic Reviews (ICASR). Syst Rev. 2024 Nov 27;13(1):290. 
2. CADTH. Development of an Evaluation Instrument on Artificial Intelligence Search Tools for Evidence Synthesis: Health Technologies.Canadian Agency for Drugs and Technologies in Health; 
2024 Oct. AI0001.
3. Warner L. Defining AI: a lexicon for librarians and their patrons. Computers in Libraries, January/February 2025.



Search tools that are already helpful
• Designing the search strategy

– Text analysis: PubReMiner, Yale MeSH Analyzer, Voyant Tools [1], VOSviewer, searchbuildR, Medsyntax
– Search strategy construction: litsearchR
– Syntax translation: SRA Polyglot Search Translator (TERA) [2]

• Deduplication
– Deduklick [3], SRA Deduplicator (TERA), Covidence, Rayyan [4]

• Full text retrieval
– EndNote “find full text” feature

• Screening reduction
– Screen4Me [5], Covidence, EPPI-Reviewer (custom) classifiers

1. O'Keefe H, Rankin J, Wallace SA, et al. Investigation of text-mining methodologies to aid the construction of search strategies in systematic reviews of diagnostic test accuracy-a case study. 2023.
2. Clark J, McFarlane C, Cleo G, et al. The Impact of Systematic Review Automation Tools on Methodological Quality and Time Taken to Complete Systematic Review Tasks: Case Study. JMIR Med
Educ. 2021. 
3. Borissov N, Haas Q, Minder B, et al. Reducing systematic review burden using Deduklick: a novel, automated, reliable, and explainable deduplication algorithm to foster medical research. 2022 .
4. Janka H, Metzendorf MI. High precision but variable recall – comparing the performance of five deduplication tools. 2024.
5. Noel-Storr A, Dooley G, Affengruber L, Gartlehner G. Citation screening using crowdsourcing and machine learning produced accurate results: Evaluation of Cochrane's modified Screen4Me 
service. J Clin Epi. 2020



The search process – specific tasks

1) Identify relevant (seed) references

2) Design search

– identify main search concepts

• identify relevant text words
(title/abstract), normalize language
(truncation, phrases)

• identify relevant controlled vocabulary
(MeSH, Emtree)

– construct combination of concepts
(Boolean/adjacency operators) 

– test search strategy for recall and 
precision, implement changes

3) Translate search syntax to other databases

4) Peer review search strategies

5) Run search strategies in different 
databases/interfaces

6) Export results from different 
databases/interfaces and combine into one
set

7) Deduplicate merged search results

8) Document search

9) Import results to screening tool

10) [Continually update search]



Searching is an iterative process

Badami, M., Benatallah, B., & Baez, M. (2023). Adaptive search query generation and refinement in systematic literature review. Information Systems, 117, 102231.



Study authors‘ conclusions of the potential of LLMs for systematic searching
(Feb 2024)

Lieberum J-L, Töws M, Metzendorf M-I, Heilmeyer F, Siemens W, Haverkamp C, et al. Large language models for conducting systematic reviews: on the rise, but not yet ready for use – a scoping review. 2024. 
https://www.medrxiv.org/content/10.1101/2024.12.19.24319326v1

https://www.medrxiv.org/content/10.1101/2024.12.19.24319326v1


Can AI identify relevant references?

• Idea: Retrieve relevant studies based on a research question without complex boolean search
strategies

• Prerequisit: AI needs to retrieve literature from external source (e.g. Retrieval-augmented generation)

• Potential advantage: No/little search expertise required

• Potential disadvantage: No transparency regarding selection criteria or completeness of identified 
literature

⇒Lack of transparency & sensitivity: No replacement for a systematic search strategy, but 
potentially useful for scoping/exploratory searches

Seth I, Lim B, Xie Y, Ross RJ, Cuomo R, Rozen WM. Artificial intelligence versus human researcher performance for systematic literature searches: a study focusing on the surgical management of base
of thumb arthritis. Plastic and Aesthetic Research. 2025;12(0):1.



Example: Elicit & Consensus

• Can be prompted with natural language research question

• Use LLMs to retrieve and summarise papers from Semantic Scholar

• Offer additional filtering and data extraction options (e.g. study design, population, etc.)

• Provide summary of „Top Papers“ and a list of results

• Concerns: Accuracy of summaries and data extraction, results depend on prompt, retrieved articles not 
always relevant 

Fenske RF, Otts JAA. Incorporating Generative AI to Promote Inquiry-Based Learning: Comparing Elicit AI Research Assistant to PubMed and CINAHL Complete. Medical reference services quarterly. 
2024;43(4):292-305.
Archambault SG, Rincón JJ. An Evaluation of Cutting-Edge AI Research Tools Using the REACT Framework. Computers in Libraries [Internet]. 2024; 44(8). 

https://elicit.com

https://consensus.app/

https://elicit.com/
https://consensus.app/


List

Summary

Example: Elicit

2

3/4 references not related to
question

Prompt: Does the setting - operating room or intensive care unit - affect the rate of complications in 
external ventricular drain insertion?

Reference irrelevant to question Search was limited to SR, 
MA, RCT



Excample: 
ResearchRabbit & Semantic Scholar Research Feed

• Information Retrieval based on seed citations

• AI-supported ranking/searching based on data provided by seeds

• Newly identified relevant articles can be added to the seed citations to improve further predictions

• Concern: 

– ResearchRabbit: Results based on citation networks require that studies cite each other

– Research Feed: finds only papers added within the last 3 months

https://www.researchrabbit.ai/ https://www.semanticscholar.org/

https://www.researchrabbit.ai/
https://www.semanticscholar.org/


Can AI design search strategies?

• Idea: AI designs search strategy that can be run in a database (e.g. PubMed)
• Prerequisit: LLM must „know“: requirements for systematic search strategies & database

specific syntax
• Potential advantages: fewer errors in search strategies, quicker identification of relevant 

concepts and synonyms
• Potential disadvantages:

– Impact of prompt formulation
– Same prompt leads to different results
– Hallucinated subject headings (e.g. Mesh) 
– May not work with subscription based databases
– Recall/sensitvity, precision, specificity may not be adequate of a systematic search strategy



Shuai Wang, H. S., Bevan Koopman, Guido Zuccon (2023). "Can ChatGPT Write a Good Boolean Query for Systematic Review Literature Search?" https://arxiv.org/abs/2302.03495

Wang 2023: Test of different prompting strategies for search strategy generation in ChatGPT



Staudinger M, Kusa W, Piroi F, Lipani A, Hanbury A, editors. A Reproducibility and Generalizability Study of Large Language Models for Query Generation2024. https://arxiv.org/abs/2411.14914

Staudinger 2024: 
Replication of
Wang 2023



Adam GP, DeYoung J, Paul A, Saldanha IJ, Balk EM, Trikalinos TA, et al. Literature search sandbox: a large language model that generates search queries for systematic reviews. JAMIA Open. 2024;7(3). 
https://doi.org/10.1093/jamiaopen/ooae098

Adam et al 2024: Creating a specifically trained model



Adam GP, DeYoung J, Paul A, Saldanha IJ, Balk EM, Trikalinos TA, et al. Literature search sandbox: a large language model that generates search queries for systematic reviews. JAMIA Open. 2024;7(3). 
https://doi.org/10.1093/jamiaopen/ooae098



Can AI design search strategies?

AI-designed searches can be run in PubMed but, they

• Either have low sensitivity (= miss relevant studies) or low precision (= higher screening workload) or 
both

• Need to be heavily revised to be fit for purpose: requires expertise

⇒May be useful as a starting point for search strategy development, but not as unique/unaudited 
method



Can AI "peer" review a search strategy?

Apparently little/no research on this topic(?)

Our tests with ChatGTP 4 were not promising: 

• Identfied some errors in search strategies, but 
not all of them

• Suggested incorrect or inappropriate revisions



Positive: 
• Recognised a problem and suggested a solution.
• Identified spelling error and missing field tags.

This prompt: https://chatgpt.com/share/6783f9cd-ad1c-8007-9cba-a252115ce04e
Alternative prompt: https://chatgpt.com/share/67878ec5-2a80-8007-9f4b-9ccc4897166d
Alternative prompt: https://chatgpt.com/share/678791e3-bad8-8007-8c9f-b52aaa27c29c

Negative: 
• Added new logic error
• Produced orphan line
• Added inadequate concept

Prompt: Please identify errors in this PubMed search strategy, such as missing lines, wrong Boolean 
operators, spelling mistakes, and wrong search filters used. The research question is: Is there an association 
of autistic spectrum disorder and measles vaccines?

https://chatgpt.com/share/6783f9cd-ad1c-8007-9cba-a252115ce04e
https://chatgpt.com/share/67878ec5-2a80-8007-9f4b-9ccc4897166d
https://chatgpt.com/share/678791e3-bad8-8007-8c9f-b52aaa27c29c


Can AI run search strategies, export and aggregate?

• Time-intensive tasks such as updating searches or running them on a regular basis can currently only
be partially automated.

• AI is of "no great help" with supporting "mechanical" steps of a search (run, export, import)

• For running, exporting, aggregating, importing searches we would need:
– scripts that can connect to databases via APIs (not openly available for most database)

– tools that would include functionalities of reference management software

• Subscription-based databases play an important role and restrict the possibility of automation.



Environmental impacts of AI
• LLMs require substantial computational power for training and usage

• Required hardware systems and related energy consumption lead to a large 
carbon footprint, water usage, and significant impacts on mining [1,2].

• Compute and energy costs: powering search with generative AI uses at least 4 to 5 
times more computing power than standard search [3].

• “Google says that its ML workloads represented about 15% of its total energy use 
over the last three years.” [4] 

• “A large cloud compute provider estimates that between 7-10% total spend on 
compute infrastructure supports AI applications, with 3-4.5% used for training ML 
models and 4-4.5% spent using these models.” [4]

• We must recognize these environmental impacts and promote a responsible and 
sustainable use of LLMs for specific tasks in evidence synthesis and searching.

1. Berthelot A, Caron E, Jay M, et al. Estimating the environmental impact of Generative-AI services using an LCA-based methodology. Proc CIRP 2024;122:707–12. 
2. Coulson A. The environmental impact of AI in the lab: a double-edged sword? Biotechniques. 2024;76(8):353-356. 
3. www.insiderintelligence.com/content/ai-search-s-high-costs-could-vicious-cycle-big-tech-eyes-profitability, 13 Feb 2023.
4. OECD. Measuring the environmental impacts of artificial intelligence compute and applications: The AI footprint, OECD Digital Economy Papers, No. 341, 2022. 



Conclusions based on literature & tests in January 2025

• AI/LLM-supported academic search engines: Useful for exploratory searches, but no alternative to full 
systematic search

• AI/LLM-designed search strategies: Inadequate balance of sensitivity and precision

• AI/LLMs may identify some errors in a search strategy but cannot replace true peer review

• Task-specific tools may work better than general purpose chatbots

• LLMs have a significant environmental impact, should only be used where they work best

Conclusions
• Potentially helpful as a starting point, but expertise needed to 

review/revise/contextualise outputs 

• AI development for SR tasks should ideally be multidisciplinary (computer scientists, 
information and library scientist, systematic reviewers) to ensure robust 
and adequate tools

• Cannot replace information specialists (yet?)

Observations



Outlook: AI could lead to new systematic search
approaches

• Design even more sensitive search strategies, if screening can be substantially and robustly reduced
by AI according to inclusion/exclusion criteria

• We might have different search interfaces for databases
– typing in PICO questions

– prompts: „Please, develop a PubMed search strategy that identifies these 12 relevant references: PMID 1234567, PMID 
4567899, PMID 23789879…“

• EPPI-Reviewer for updating existing reviews: combining machine learning classifiers and OpenAlex
citation searching [1,2]

• improve interdisciplinary information seeking [3]

1 EPPI-Centre. "Machine learning functionality in EPPI-Reviewer." from https://eppi.ioe.ac.uk/CMS/Portals/35/machine_learning_in_eppi-reviewer_v_7_web_version.pdf.
2. EPPI-Centre. (2022). "OpenAlex in EPPI-Reviewer." from https://eppi.ioe.ac.uk/cms/Default.aspx?tabid=3754.
3. Zheng C, Zhang Y, Huang Z, Shi C, Xu M, Ma X. DiscipLink: Unfolding Interdisciplinary Information Seeking Process via Human-AI Co-Exploration. ArXiv. 2024;abs/2408.00447. 

https://eppi.ioe.ac.uk/cms/Default.aspx?tabid=3754


Ending poll (several answers)

For which steps of the systematic searching process do you consider AI to be most useful? 



Thank you... and key references

CADTH. Development of an Evaluation Instrument on Artificial Intelligence Search Tools for Evidence Synthesis: Health Technologies [Internet]. 
Ottawa (ON): Canadian Agency for Drugs and Technologies in Health; 2024 Oct. Report No.: AI0001. PMID: 39652682. 

Lieberum JL, et al. Large language models for conducting systematic reviews: on the rise, but not yet ready for use – a scoping review. [preprint]. 2024 
December. doi: 10.1101/2024.12.19.24319326. 

O'Connor AM, et al. Large language models, updates, and evaluation of automation tools for systematic reviews: a summary of significant discussions 
at the eighth meeting of the International Collaboration for the Automation of Systematic Reviews (ICASR). Syst Rev. 2024 Nov 27;13(1):290. doi: 
10.1186/s13643-024-02666-2. 

OECD. Measuring the environmental impacts of artificial intelligence compute and applications: The AI footprint, OECD Digital Economy Papers, No. 
341, 2022. 

Parisi V., Sutton A. The role of ChatGPT in developing systematic literature searches: an evidence summary. Journal of EAHIL. 2024, 20(2), 30-34. doi: 
10.32384/jeahil20623 

Siemens W, et al. Opportunities, challenges and risks of using artificial intelligence for evidence synthesis. BMJ Evid Based Med. 2025 Jan 9;. doi: 
10.1136/bmjebm-2024-113320. 


	(How) can AI-based automation tools assist with systematic searching?
	Conflicts of interest
	Overview
	Starting polls (one answer)
	Terminology
	Search tools that are already helpful
	The search process – specific tasks
	Searching is an iterative process
	Study authors‘ conclusions of the potential of LLMs for systematic searching�(Feb 2024)
	Can AI identify relevant references?
	Example: Elicit & Consensus
	Example: Elicit
	Excample: �ResearchRabbit & Semantic Scholar Research Feed
	Can AI design search strategies?
	Slide Number 16
	Slide Number 17
	Slide Number 18
	Slide Number 19
	Can AI design search strategies?
	Can AI "peer" review a search strategy?
	Slide Number 22
	Can AI run search strategies, export and aggregate?
	Environmental impacts of AI
	Conclusions based on literature & tests in January 2025
	Outlook: AI could lead to new systematic search approaches

	Ending poll (several answers)
	Thank you... and key references

