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IQWiG
IQWiG: scientifically independent HTA institution in Germany

= examines the benefits and harms of medical interventions for patients and other affected persons

= provides information on the advantages and disadvantages of different treatments and diagnostic
procedures

IQWIiG’s work is
= evidence-based: specified in IQWiG’s General Methods

= independent: no influence on content of reports by payers, service providers, industry organizations or
politicians

= patient-orientated: assessment of patient-relevant outcomes, involvement of patients and other
affected persons

= transparent: publication of all documents relevant for reports and of the methods paper; disclosure of
conflicts of interest by all persons involved in reports (employees, external experts etc.)
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Study selection process —,,screening”

= Methodological standard:

All selection steps are performed by 2 persons independently of each other. Discrepancies are resolved by
discussion.

= huge work load / time savings possible

= (Rule of thumb: 1000 citations = 100 full texts = 10 included)
IQWIiG:

" ca. 200-300 searches (between 100-5000 hits mostly)

= Screening tool
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IQWIiG activities: prospective validation study on ML

. . _ ®
Increasing the efficiency of study selection =

ﬁpr systematic reviews using prioritization tools
and a single-screening approach

Sive Waffensc "_midt"G,WEbl_ce Sieben', Thomas Jakubeit', .H.a’n:n:u_'inelangen‘, Inga Ohveresch'~,
Stefanie Buhn®, Dawid Pieper™”, Nicole Skoetz® and Elke Hausner

Number of Proportion of relevant citations
screenings after 50%

EPPI N=10 88% [43-100]
Rayyan N=7 66% [0-100]
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What is Al?

13.02.2025

Artificial
Intelligence

Deep
Learning

Large Language
Models (LLM)
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Reproducible ML-Approaches

* Machine Learning Style: Active Learning

Ranking

* Needs Human Screening Decisions (IN and OUT)

(Most Screening Tools)

* Machine Learning Algorithm determines ranking order

Pre-trained « Machine Learning Style: Supervised Learning
Classifier * Needs a Labelled Development Set (e.g. RCTs versus not RCT) for Training
(e.g. RobotSearch, EPPI)  Classification according to Machine Learning training result

Clustering e Machine Learning Style: Unsupervised Learning
(Insta nt e No labelling or pre-training necessary
Classifier) e (Classification according to Machine Learning algorithm
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LLM versus ML-Screening

13.02.2025

ML Screening

Reproducible Results

Custom Screening Algorithms

Moderate Algorithm Size

Validated Algorithms Available

Training Data Is Transparent
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Large Language Models

No Perfectly Reproducible Results

Language Models Predict the Similarity and
Co-Occurrence of Words

Very Large Algorithms

No Validated Screening Process Available

Training Data Unknown/ Intransparent




Foundation Models in Comparison

~[ . ChatGPT }

e created by OpenAl
e fee-based API

‘[ ¥ Claude }

e created by Anthropic
e fee-based API

{ Gemini }

e created by Google (Alphabet)
e fee-based API

13.02.2025

O\ Meta )

Llama J

e created by Meta (Facebook)
* open-source

*[@' cdeepseeck }

e created by Deepseek (chinese)
® open-source

_[ H MISTRAL ]
AT _ J
e created by Mistral Al (french)

® Oopen-source
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Differences in LLMs and LLM-based tools

(
e text

a complete PDF
multiple PDFs

* images

videos
spreadsheets
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7

size of

.

® runs on a smartphone
® runs on a personal computer
e runs only on special servers (access via API)

the LLM

how is it
generating
answers?

Waffenschmidt / IQWiG

-
e zero-shot

e chain-of-thought
e RAG (retrieval-augmented-
generation)

\. oee
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WHAT DOES THE LITERATURE SAY ABOUT ML?
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Background

One year ago.....

= ML algorithms mainly assist screening
= Jiminez 2022 identified 63 tools; for screening 35 (55%)
= Khalil 2022 identified 26 tools
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The most common and used tools with Machine
Learning applications
validated tools [according to Khalil 2022]

Rayyan

* AbstrackR

* SWIFT-Active Screener

* DistillerAl

* EPPI-Reviewer
 Covidence (new ML feature)

 Cochrane RCT classifier (incorporated in various tools)
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Practical applications of ML in screening

Blaizot 2022 Tercero-Hidalgo 2022 Summary

Al approaches in published application of Al tools in
systematic reviews COVID-19 L.OVE database

12 systematic reviews, 28 of 3,000 COVID-19
using 15 different Al reviews

methods, 11 methods for

screening
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Feng 2022: Systematic review on accuracy of ML screening

Results

71 studies were included in the meta-analysis

The combined recall was 0.928 when achieving the maximized recall by optimizing the Al model.

Subgroup analysis (SVM/ other, number of hits, fraction of included studies) = still no recall above 95%

Conclusion

recall over 0.95 should be prioritized

At the current stage manual literature screening is still indispensable
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WHERE ARE WE GOING? WHERE ARE WE NOW!
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Automated title and abstract screening for scoping reviews using | | W G
the GPT-4 Large Language Model | - _ o Q |
- - - Assessing the Ability of ChatGPT to Screen Articles for Systematic Reviews

[:I-!L".'i':l. 'I|I=|II l]]‘-.] [];—:I EUGEME SYRIAMI, DIRD, Université de Montréal, Canada
ISTVAN DAYID, DIRO, Université de Montréal, Canada

- - - - - e - - - - 1 ] I A e Fal
| Discipline of General Practice, The Univorsity of Adelaide — GAURANSH KUMAR, DIRO, Université de hMontréal, Canada

Automated Paper Screening for Clinical Reviews Using Large
Language Models: Data Analysis Study

Eddie Guo': Mehul Gupta”. Can large language models replace humans in systematic
I\'"IID . - r . .
com samroneaoon Yeviews? Evaluating GPT-4's efficacy in screening and

Temerty Faculty of Medicine, Unv @xtracting data from peer-reviewed and grey literature in
multiple languages

Annals of Internal Me

Sensitivity and Sf Qusai Khraisha'?© | Sophie Put® | Johanna Kappenberg® |
and Abstract Screi Azza Warraitch'* | Kristin Hadfield

Viet-Thi Tran, MD, PhD; Gerald C . . . - , :
Lukas Schwingshackl, PhD, MSc; Trinity Centre for Global Health, Trinity College Dublin, Dublin, Ireland

Joerg Meerpohl, MD, PhD; and | *School of Psychology, Trinity College Dublin, Dublin, Ireland
13.02.2025 *Department of Education, York University! Yok /K2



Example LLM screening study: Tran 2024

13.02.2025

Comparison

retrospective diagnostic study

“Indextest”: ChatGPT (GPT-3.5 Turbo)

Reference standard: Conventional (human)
consensus title/abstract double screening decision

A\

5 systematic reviews: 2 COVID interventions, 1
methodological, 1 nutritional, 1 pharmacologic

22.665 citations (672, 4077, 6334, 6478, 5104)

Waffenschmidt / IQWiG

IQWiG

Prompting

(zero-shot) prompt chaining with instructions to
provide reasoning for each PICOS element/ Outcome

Balanced interpretation: <= 1 EXCLUDED PICS
elements

Sensitive interpretation: <=2 EXCLUDED PICS
elements

19



Tran 2024 zero-shot prompt example for PICO element
population

Population

IQWiG

For the review on outpatient treatment for confirmed COVID-19 (Sommer |, Ann Intern Med, 2023) (3)

included in my review. Assess the population and answer using the following algorithm:

If the study includes hospitalized patients, your answer should contain the word \"EXCLUDE\" (in capital letters).

If the study includes patients in ICU, your answer should contain the word \"EXCLUDE\" (in capital letters).

If the study includes severe COVID-19 patients, your answer should contain the word \"EXCLUDE\" (in capital letters).
If the study includes outpatients (that is patients outside of hospital or non-hospitalized patients), your answer should
contain the word \"INCLUDE\" (in capital letters)

If it the population is unclear, your answer should contain the word \"UNKNOWN\" (in capital letters)"

"I’'m performing a systematic review. | am reading abstracts of clinical studies to assess whether or not they should be

13.02.2025 Waffenschmidt / IQWiG
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Tran 2024: Results

Interpretation

Balanced

-

Sensitivity: 81 —

97%
\
p
Specifitiy: 25 —
80%

13.02.2025

Sensitive

Interpretation

-

Sensitivity: 94 —
99%

\ W
4 )

Specifitiy: 2 -47%

A\ W,

Waffenschmidt / IQWiG

Workload
Savings

WSS@95%: 54 —
98% could be
excluded without
human screening

IquG

Re-test
reliabilitity

-

Does ChatGPT
always give the
same answer?

ChatGPT makes
different errors over
time, but the overall

error rate stays the
same

\
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Al/LLM-based screening approaches

Zero-shot prompting

* single prompt per screening decision
e without examples

Few-shot prompting

e single prompt per screening decision
e one or multiple examples for the correct answer

Prompt chaining

e multiple prompts per screening decision
e goal: breaking down a complex task
e each prompt is solving a simpler task (e.g. appraising one PICO element)

Chain-of-thought prompting (CoT):

¢ A technique where the LLM is guided to reason through a problem step-by-step in its response, by breaking down complex tasks into simpler parts to improve accuracy
(Fleurence et al. 2024)

® reasoning can either take place in the background or be spelled out in the answer of the LLM

Majority voting

e considering multiple answers from multiple runs
e can be repeated answers of one LLM
e can be multiple LLMs each returning a single answer

13.02.2025 Waffenschmidt / IQWiG 2
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Zero-shot

IQWiG

Chain-of-Though (CoT)

@ -

You are conducting a systematic review and meta-analysis, focusing on a specific area of
medical research. Your task is to evaluate research studies and determine whether they
should be included in your review. To do this, each study must meet the following criteria:

Target Patients: Adult patients (18 years old or older) diagnosed with or suspected of
having infection, bacteremia, or sepsis.

Intervention: The study investigates the effects of balanced crystalloid administration.
Comparison: The study compares the above intervention with 0.9% sodium chloride
administration.

Study Design: The study must be a randomized controlled trial.

Additionally, any study protocol that meets these criteria should also be included.

However, you should exclude studies in the following cases:

The study does not meet all of the above eligibility criteria.

The study's design is not a randomized controlled trial. Examples of unacceptable designs
include case reports, observational studies, systematic reviews, review articles, animal
experiments, letters to editors, and textbooks.

After reading the title and abstract of a study, you will decide whether to include or exclude
it based on these criteria. Please answer with include or exclude only.

Abstract

Zero-shot Prompt

ChatGPT

Include

@ -

You are conducting a systematic review and meta-analysis, focusing on a specific area of
medical research. Your fask is fo evaluate research studies and determine whether they
should be included in your review. To do this, each study must meet the following criteria:

arget Patients: Adult patients (18 years old or older) diagnosed with or suspected of
having infection, hacteremia, or sepsis.

Intervention: The study investigates the effects of balanced crystalloid administration.
Comparison: The study compares the ahove intervention with 0 9% sodium chloride
administration.

Study Design: The study must be a randomized controlled trial.

Additionally, any study profocol that meets these criteria should also be included.

However, you should exclude studies in the following cases:

The study does not meet all of the abowve eligibility criteria.

The study's design is not a randomized controlled frial. Examples of unacceptable designs
include case reports, observational studies, systematic reviews, review aricles, animal
experiments, letters to editors, and textbooks.

After reading the fitle and absfiract of a study, you will decide whether to include or exclude
it based on these criteria. Let’s think step by step. Please answer with include or exclude
only.

Abstract

hatGPT

Include

13.02.2025

Oami 2024
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Prompt chaining

Prompt for research design +

13.02.2025

#Title and abstract

Title: [Title of the

Abstract: [4bstrac!
#Research design
[The ‘research des
#Query

You are a research

Does the paper wit
If not, answer 'E".

#Rules
You can reply usin

#Your answer:

#Title and Abstract

Prompt for target population + l

Title: [Title of the| 5

Prompt for intervention and control

Abstract: [4bstrac
#Target populatior
[The ‘target popule
#Query

You are a research

Does the paper wi
‘T". If not, answer

#Rules
T !
You can reply usit
T
Matsui 2024

#Title and abstract

Title: [Title of the record was inserted here)

Abstract: [dbstract of the record was inserted here)
#Intervention

[The ‘intervention’specified in Textbox I was inserted here]
#Control

[The ‘control’specified in Textbox 1 was inserted here)
#Query

You are a researcher rigorously screening titles and abstracts of scientific papers for inclusion or exclusion in a review paper.

Does the paper with the above title and abstract meet the specified intervention and control criteria? If yes, highly suspected, or difficult to

determine, answer 'T'. If not, answer 'E".
#Rules
You can reply using only 'E' or T

#Your answer:

Waffenschmidt / IQWiG
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Technical approaches so far...

= Direct access

= with chat interface
= as a web application

" via smartphone app

= with APl access (requires coding
skills)

= via programming language (e.g.
Python, R)

= via programming tools (Google Apps,
Open refine,...)

13.02.2025 Waff

IQWiG

= |ndirect access

= with intermediary service provider

= Search engines

Screening tools

Literature software

Office software

enschmidt / IQWiG 25



IQWiG
Sensitivity performance so far ...

| |

Li 2024:

Tran 2024:
Matsui 2024:

\ /

Oami 2024:
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IQWiG
Specificity performance so far ...

iy

Khraisha 2024
Delgado-Chaves 2025:

k Li 2024
\ Matsui 2024:

Tran 2024:
\ /
Oami 2024:
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Performance of different approaches

GOLDSTANDARD 99.1% (98.6 to 99.7) 71.0% (70.4 to 71.5)
Wong 2006: Medline —
high sensitivity

Cochrane RCT classifier 99% (98%-99%) 63% (48-76)
Tran 2024 balanced 81-97% 20-80%

13.02.2025 Waffenschmidt / IQWiG
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CONCLUSION AND DISCUSSION
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IQWiG

Could ML tools assist the screening process?

= Uptake and implementation of automated tools slow [Khalil 2022]
= Skepticism remains [O’Connor 2019]

= Still no validated stopping rules available

= New (promising?) approaches: e.g. combined approaches

= Qutdated technology?

13.02.2025 Waffenschmidt / IQWiG 30



IQWiG

Could large language models assist the screening process?

ML vs. LLM:

" easier to realize

= sensitivity comparable results, but specificity much better
= explorative and retrospective studies — post hoc changes

= no validation study available

LLMs might already outperforms SRs done by:
= moderate English speakers screening English articles

= non-Expert screeners (PhD Students, novice researchers, general practitioners)

13.02.2025 Waffenschmidt / IQWiG 31



IQWiG
Implementation or future application of LLMs

= Waiting for software solutions

= Learning how to use Python/ incorporate APIs seems technically not feasible for us
= Future combination of searching/ screening?

= LLMs as second screener or “RCT filter”/NOTing-Out?

= Are we (information specialists) future prompt engineers (e.g. translating PICOS for LLM)?

13.02.2025 Waffenschmidt / IQWiG 32



IQWiG
Implementation or future application of LLMs

= Waiting for software solutions

= Learning how to use Python/ incorporate APIs seems technically not feasible for us
= Future combination of searching/ screening?

= LLMs as second screener or “RCT filter”/NOTing-Out?

= Are we (information specialists) future prompt engineers (e.g. translating PICOS for LLM)?
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: . . . IQOWi
PRISMA Essential elements for systematic reviews using Q .

automation tools in the selection process [Page 2021]

Report how automation tools were integrated within the overall study selection process.

e |f an externally derived machine learning classifier was applied (e.g. Cochrane RCT Classifier), [...], include a
reference or URL to the version used.

If the classifier was used to eliminate records before screening, report the number eliminated in the PRISMA
flow diagram as ‘Records marked as ineligible by automation tools’.

If an internally derived machine learning classifier was used to assist with the screening process, identify the
software/classifier and version, describe how it was used (e.g. to remove records or replace a single
screener) and trained (if relevant), and what internal or external validation was done to understand the risk
of missed studies or incorrect classifications.

e [f machine learning algorithms were used to prioritise screening (whereby unscreened records are
continually re-ordered based on screening decisions), state the software used and provide details of any
screening rules applied.
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